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Q:
Would you state your name, employer, and for whom you are testifying?

A:
My name is Artie Powell; I am employed by and testifying for the Division of Public Utilities.

Q:
Have you submitted testimony before in this proceeding?

A:
Yes, in this phase of the proceeding I submitted rebuttal testimony on August 8, 2007.  
Q:
What is the purpose of this testimony?
A:
In lieu of striking portions of his testimony, the Commission allowed parties to respond in writing to Dr. Dismukes’ surrebuttal testimony within five working days.  The purpose of my testimony is to provide limited response to the regression analysis presented in Dr. Dismukes’ surrebuttal testimony and summarized in Exhibits attached to his testimony: Exhibit SR CCS 2.2 and Exhibit SR CCS 2.3 (corrected exhibit numbers).  Specifically, I offer expert commentary on the regression methods and results presented by Dr. Dismukes in these two models.
Q:
Would you briefly summarize your qualifications?
A:
I have a doctorate degree in economics from Texas A&M University with a major field in econometrics.  Econometrics is a subfield of economics, which applies mathematical and statistical theory, tools, and techniques to the analysis, interpretation and presentation of economic data.  As a graduate student, I completed approximately a dozen graduate courses in econometrics, statistics, mathematics and mathematical economics.  From 1985 to 2005, I taught economics, econometrics and statistics at the university level.  From 1989 to 1995, I taught full-time at the University of Mississippi and helped coordinate the undergraduate and MBA statistical classes for the School of Business.  From 1996 to 2005, I taught as an adjunct professor at Weber State University.
Q:
Would you briefly explain your concerns with Dr. Dismukes regression analysis? 
A:
I have several concerns with the regression models and results provided by Dr. Dismukes in surrebuttal testimony purporting to show that there is a significant price effect on usage at the state level or specifically for Questar’s GS customers.  Specifically, Dr. Dismukes failed to account for the effects of autocorrelation in his regression models, which by itself renders the results of his models suspect.  In addition, in the first of his regression models (Exhibit SR CCS 2.2; corrected exhibit numbering), the sample size is relatively small which makes drawing valid conclusions difficult.  Thus, the regression analysis, results and conclusions drawn by Dr. Dismukes in his surrebuttal testimony are suspect.
Q:
Could you briefly describe Dr. Dismukes’ first model?

A:
In his first model (CCS Exhibit SR CCS-2.2), Dr. Dismukes regresses the natural log (LN) of usage per customer against four variables, (1) LN of price, (2) LN of price lagged one year, (3) LN of a weather variable, and (4) a time trend.  Algebraically, the model can be written as:
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where the dependent variable is

y = the natural log of usage per customer;

and the independent or explanatory variables are:

X0 = an intercept (column of ones);

X1 = the natural log of the annual price;

X2 = the natural log of the annual price lagged one year; 

X3 = the natural log of a weather variable; and 

X4 = a time trend represented by the year (1998, 1999, …, 2005).

Q:
What is your first concern with this model?

A:
My first concern with this model is the sample size: there are only eight (8) observations.
  (See Table 1; data provided by the Committee of Consumer Services in response to DPU data request 5.1).  
Table 1: CCS Model 1 Annual Data

	Y Var
	X1 Var
	X2 Var
	X3 Var
	X4 Var

	lnUsePerCustomer
	lnPrice
	lnPriceLag
	lnHdd
	Year

	4.63178805
	1.85248010
	
	8.73520359
	1997

	4.57468590
	1.91285694
	1.85248010
	8.72176536
	1998

	4.51436681
	1.84989693
	1.91285694
	8.66836802
	1999

	4.46606133
	1.95815831
	1.84989693
	8.66888370
	2000

	4.42675714
	2.19260553
	1.95815831
	8.70334075
	2001

	4.49891659
	1.93963770
	2.19260553
	8.78063380
	2002

	4.38807447
	2.05339214
	1.93963770
	8.64611397
	2003

	4.45794802
	2.12777764
	2.05339214
	8.78109474
	2004

	4.35715740
	2.27282668
	2.12777764
	8.73004395
	2005


With eight observations and five explanatory variables (including the intercept), there are only three (3) degrees of freedom.  In statistics, the term degrees of freedom (DF) is a measure of the number of independent pieces of information on which the precision of a parameter estimate is based.  Generally speaking, the greater the DF, the more reliable or precise estimates are.  Generally speaking, a larger sample size would increase the DF and improve the reliability of the model and its results.
An acceptable sample size will depend on a number of factors including the number of regressors in the model, the desired level of accuracy of each parameter being estimated and the desired level of model power (R2).  One “rule of thumb” suggests that for every parameter to be estimated you should have 30 data points or observations.
  A more precise formula for computing the minimum sample size is given by:
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Where Z is the critical value corresponding to the standard normal distribution for a given test size (α); E is the desired margin of error or half of the width of the desired confidence interval for βj; R2 is the desired explanatory power of the model or coefficient of determination; 
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is the desired coefficient of determination for a model regressing Xj on the other regressors or explanatory variables of the model; and k is the total number of regressors including the intercept.
  

As an example, suppose we use a test size of five percent (α = 0.05, Z = 1.96), R2 = 0.80, 
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= 0.70, and k = 5, then to achieve a sample size of only 30, the margin of error would be approximately E = 0.3.  If we assume that the “true” price elasticity from Dr. Dismukes’ model (β1) is between -0.5 to -0.01, then a margin of error of E = 0.3 seems relatively large.
  If we use a margin of error E = 0.15, then the minimum sample size would be n = 119.  Of course, the necessary sample size will vary depending on the values chosen for Z, E, R2, and
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but, I think this illustrates that we would have expected a sample size of more than 30 and possibly more than 100 in order to ensure the accuracy or reliability of the models estimates.  As one expert states, 

It should be clear that the sample size is important.  When the sample size is too small, the analyst cannot compute adequate measures of error in the regression results, and there can be no basis for checking model assumptions.

Given the small sample, drawing valid conclusions from Dr. Dismukes’ models is problematic.  Compounding the problem is the likelihood that autocorrelation is present in this type of data. 

Q:
You indicated that autocorrelation might be problem.  Could you explain your concern about autocorrelation?

A:
Autocorrelation is a violation of one of the basic assumptions in regression models and refers to the dependent relationship among the regression errors (ε).  When using economic data, it is not unusual for the regression errors to follow a first order autoregressive process:
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where εt is the error term for observation “t”; εt-1 is the error term for observation “t-1”; ρ is the correlation coefficient between εt and εt-1; and ut is an error term that satisfies the fundamental regression assumptions
.  As one author explains, 

The presence of the autocorrelation causes difficulty in the estimation of error variance and, as a result, in tests of hypotheses and confidence interval estimation.

The presence of autocorrelation, in other words, would make it difficult to draw valid conclusions from Dr. Dismukes’ regression results.  I would note, that the presence of positive autocorrelation (ρ >0), which is typical of economic data, makes it doubly difficult:

The existence of positively correlated errors can result in an estimate of 
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[error variance] that is a substantial underestimate.  This, of course, tends to inflate t-statistics on coefficients and deflate the width of confidence intervals on coefficients.

A simple test for first-order autoregression based on the fitted residuals (et) is known as the Durbin-Watson test.
  The test statistic “d” is given by the formula:
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Lower (dL) and upper (dU) bounds (or critical values) for the Durbin-Watson statistic are specified with respect to the sample size (T) and the desired testing or confidence level (
[image: image9.wmf]a

).  The traditional Durbin-Watson test
 for positive autocorrelation, where ρ is the correlation coefficient for the models error terms, is:

Reject H0: 
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, if d < dL;

Fail to reject H0: 
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, if d > dU; and

Declare the test inconclusive if  dL <  d < dU.

However, there are two important qualifications or conditions to the use of the Durbin-Watson test.  First, the regression must contain an intercept term.  Second, the independent variables cannot contain a lagged dependent variable.
  Dr. Dismukes’ first regression meets both conditions.  However, the inconclusive range presents an especially particularly “awkward problem” in small samples.
  
This is illustrated in tables of critical values for the Durbin-Watson test by the absence of computed values for small samples and relatively large numbers of regression variables.  For example, Johnston reports critical values starting with samples as small as six observations but lacks values when there is more than one independent variable.  Indeed, for a given set of regressors, as the sample size declines it appears that the inconclusive range widens to the point where the test is incapable of detecting autocorrelation even if it exist.  Given five regressors (including the intercept) and 100 observations, the inconclusive range is from 1.592 to 1.758 (a difference of 0.166); with 50 observations the range is 1.378 to 1.721 (a difference of 0.343); with 10 observations the range is 0.376 to 2.414 (a difference of 2.038); and with 8 observations no critical values are reported.

Given that Dr. Dismukes’ model contains only 8 observations, the application of the Durbin-Watson test is impractical.  However, a visual inspection of the error terms from his model indicates the presence of positive autocorrelation.  The typical pattern for positive autocorrelation is for some sequential errors (or residuals) to be positive change to negative for a group of sequential errors and then switch to negative again.  This pattern is repeated for the entire sample similar to a sine wave.  A plot of the errors from Dr. Dismukes’ model is provide in Figure 1.
Figure 1: Error Plot from Dr. Dismukes’ Model 1
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In the first of Dr. Dismukes’ models, the sample size is relatively small at T = 8.  With five regressors, that leaves only three (3) degrees of freedom.  Additionally, the Durbin-Watson statistic is 1.75.  However, it appears that the sample size is too small to carry out the hypothesis test for the presence of autocorrelation: it appears that upper and lower bounds are not tabulated for sample sizes this small with five regressors.
  A graphical plot of the error terms against the time trend variable does suggest that autocorrelation is present.  Given the small sample size and the apparent presence of autocorrlation in the data, drawing valid conclusions from this model is difficult.
Q:
Could you explain how these concerns relate to Dr. Dismukes’ second regression model?

A:
The Division submitted a data request to the Committee asking for information on the diagnostic test performed by Dr. Dismukes for his second regression model (Exhibit SR CCS 2.3; corrected exhibit numbering).  This is the data request that the Commission instructed the Committee to clarify.  For convenience, the request and response are reproduced in Table 2.
From Dr. Dismukes’ response to the data request, it appears that positive autocorrelation is present in the data for model 2 (Exhibit SR CCS 2.3; corrected exhibit number).  That is, the P-value for the Durbin-Watson statistic is less than 0.0001, which indicates that we would reject the null hypothesis that ρ = 0 (no autocorrelation).  

Table 2: DPU Data Request 5.1

	DPU Data Request:

	5.1 For purposes of this request, please refer to Exhibits SR CCS-1.2 and SR CCS-1.3 of Dr. Dismukes’s surrebuttal testimony.

…

d.  Please provide all statistical diagnostic tests used to examine the statistical results.

	Dr. Dismukes’ Response:
	

	Questar Monthly - with moving average



Durbin D-test




Positive Autocorrelation:  Pr<DW : < 0.0001




Negative Autocorrelation: Pr>DW :  1.000  



White’s Test




Pr>ChiSq:  <.0001  


There are several simple corrections or transformations that can be performed on the data to remove the effect of autocorrelation on the error variance estimates.  However, it appears from the testimony and data response that Dr. Dismukes did not perform any of these corrections.  Thus, I would conclude that drawing a valid conclusion from this model is not possible.  Again, the presence of positive autocorrelation could substantially over-inflate the t-statistics of the model making the finding of statistical significance in the model suspect.

Q:
Would you summarize your testimony?

A:
Dr. Dismukes offered two models in his surrebuttal testimony that purportedly show that there is a statistically significant relationship between usage per customer and the price of natural gas.  While this relationship may be consistent with economic theory, conclusions to this effect cannot be validly drawn from the models and results presented by Dr. Dismukes.  First, both models appear to exhibit the presence of autocorrelation, which can cause over-estimation of the t-statistics.  In the absence of correcting for this problem, the model can lead to false conclusions that its coefficients are statistically significant.  In addition, in Dr. Dismukes’ first model, the sample size is too small to allow valid conclusions to be drawn.  Thus, I would recommend that the Commission place little or no weight on this portion of Dr. Dismukes’ surrebuttal testimony.
Q:
Does that conclude your testimony?

A:
Yes it does.

� Dr. Dismukes lists nine (9) observations, but since the model contains a lag on the price variable only 8 observations are used in the model and analysis.


� See for example, William Mendenhall, James E. Reinmuth, and Robert J. Beaver, “Statistics for Management and Economics,” 7th ed., [Belmont, California: Duxbury Press, 1993], pp.251-261.


� Ken Kelly and Scott E. Maxwell, “Sample Size for Multiple Regression: Obtaining Regression Coefficients That Are Accurate, Not Simply Significant,” Psychological Methods, (Vol. 8, No. 3), 2003, pp. 305-321.  As the authors explain, the formula given here will result in a confidence interval no larger than the desired width (E) about 50% of the time.  Thus, the formula can be considered a conservative estimate of the sample size.  That is, the actual sample size necessary to ensure a confidence interval no greater than E may be considerably larger than that calculated from Equation � GOTOBUTTON ZEqnNum958386  \* MERGEFORMAT � REF ZEqnNum958386 \! \* MERGEFORMAT �(2)��.


� Given a margin of error E = 0.3, any estimate of β1 greater than -0.3 would be insignificant.  For example, given and estimate of -0.1, the 95 percent confidence interval would be -0.1 ± 0.3, or -0.4 to 0.2. 


� Raymond H. Myers, “Classical and Modern Regression with Applications,” 2nd Ed., [Boston, Massachusetts: PWS-Kent Publishing Company, 1990], p. 6.


� The error terms ut (t = 2, 3, …, T) are identically, independently, normally distributed random variables: u ~ IIN(0, σ2I), where u is the T-1x1 vector of errors and I is an identity matrix of dimension T-1. 


� Myers, p. 288.


� Myers, p. 288, (emphasis added).


� Myers, pp. 289-290.


� The null and alternative hypotheses for positive autocorrelation are respectively H0: ρ < 0 and Ha: ρ ≥ 0.


� J. Johnston, “Econometric Methods,” 3rd ed., [New York, New York: McGraw-Hill Book Company, 1984], p.316.


� Johnston, p. 316.


� For large samples, the Durbin-Watson statistic will approximately equal d = 2(1 – ρ).  Since ρ, the correlation coefficient, is a number between -1 and 1, d will range between 0 and 4.  Values close to 2 (ρ = 0) indicate the absence of autocorrelation.  Since the statistical distribution of d is unknown, critical values, dL and dU, are estimated using Monte Carlo simulations.  In essence, when the sample size is too small, the critical values become 0 and 4, and the test is unable to detect the presence of autocorrelation when it exists.


� See for example Johnston, Table B-5, pp. 554-557; or Meyers, Table C-7, p. 485.  Johnston provides an upper bound of 2.588 for a sample size of nine (9) with five (5) regressors.  Using the conservative approach as described herein, d = 1.75 < 2.588 and we would reject the null hypothesis: it appears that autocorrelation is present in Dr. Dismukes’ first regression model.
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		1998
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		2003

		2004

		2005



Time Trend (Year)

Residuals (Errors)

0.0081756464

0.0059899375

-0.0151373508

-0.0033257288

-0.0047344981

0.0045675591

0.0008888955

0.0035755392



Annual_Lag

		Data Provided By Committee in Response to DPU 5

				Y Var		X1 Var		X2 Var		X3 Var		X4 Var						SUMMARY OUTPUT

		Year		lnUsePerCustomer		lnPrice		lnPriceLag		lnHdd		Year

		1997		4.63178805		1.85248010				8.73520359		1997						Regression Statistics

		1998		4.57468590		1.91285694		1.85248010		8.72176536		1998						Multiple R		0.99

		1999		4.51436681		1.84989693		1.91285694		8.66836802		1999						R Square		0.99

		2000		4.46606133		1.95815831		1.84989693		8.66888370		2000						Adjusted R Square		0.97

		2001		4.42675714		2.19260553		1.95815831		8.70334075		2001						Standard Error		0.01

		2002		4.49891659		1.93963770		2.19260553		8.78063380		2002						Observations		8

		2003		4.38807447		2.05339214		1.93963770		8.64611397		2003

		2004		4.45794802		2.12777764		2.05339214		8.78109474		2004						ANOVA

		2005		4.35715740		2.27282668		2.12777764		8.73004395		2005								df		SS		MS		F		Significance F

																		Regression		4		0.03		0.01		64.01		0.0031

																		Residual		3		0.00		0.00

																		Total		7		0.03

																				Coefficients		Standard Error		t Stat		P-value		Lower 95%		Upper 95%

		Implied Raw Data																Intercept		25.5174		8.64		2.95		0.06		-1.98		53.01

																		LN(Price)		-0.2175		0.05		-4.37		0.02		-0.38		-0.06

				Use Per Customer		Price		Price Lag		HDD								LN(Lagged Price)		-0.1584		0.08		-2.08		0.13		-0.40		0.08

		1997		102.70		6.38				6,218.00								LN(HDD)		0.9025		0.13		6.74		0.01		0.48		1.33

		1998		97.00		6.77		6.38		6,135.00								Time Trend (Year)		-0.0141		0.00		-3.38		0.04		-0.03		-0.00

		1999		91.32		6.36		6.77		5,816.00

		2000		87.01		7.09		6.36		5,819.00

		2001		83.66		8.96		7.09		6,023.00

		2002		89.92		6.96		8.96		6,507.00								RESIDUAL OUTPUT

		2003		80.49		7.79		6.96		5,688.00																Durbin Watson

		2004		86.31		8.40		7.79		6,510.00								Observation		Predicted Y		Residuals				Error^2		diff^2

		2005		78.03		9.71		8.40		6,186.00								1		4.5665102534		0.0081756464				0.0000668412

																		2		4.5083768722		0.0059899375				0.0000358794		0.0000047773

																		3		4.4811986789		-0.0151373508				0.0002291394		0.0004463623

																		4		4.430082866		-0.0033257288				0.0000110605		0.0001395144

																		5		4.5036510889		-0.0047344981				0.0000224155		0.0000019846

																		6		4.3835069147		0.0045675591				0.0000208626		0.0000865283

																		7		4.4570591213		0.0008888955				0.0000007901		0.0000135326

																		8		4.3535818617		0.0035755392				0.0000127845		0.0000072181

		Sample Size

				Z =		1.96																		Sum =		0.0003997731		0.0006999176

				Alpha		0.05

				R^2 =		0.8																		DW =		1.7507870932

				R(j) =		0.7

				k =		5

				Margin of Error

				0.01		25,616

				0.05		1,029

				0.1		261

				0.15		119

				0.2		69

				0.25		46

				0.3		33

				0.35		26

				0.4		21

				0.45		18

				0.5		15

				0.55		13

				0.6		12

				0.65		11

				0.7		10

				0.75		10

				0.8		9

				0.85		9

				0.9		8

				0.95		8

				1		8

				1.05		7

				1.1		7

				1.15		7

				1.2		7

				1.25		7

				1.3		7

				1.35		6

				1.4		6

				1.45		6

				1.5		6

				1.55		6

				1.6		6

				1.65		6

				1.7		6

				1.75		6

				1.8		6

				1.85		6

				1.9		6

				1.95		6

				2		6
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MonthlyData

		

		Data Provided by the Committee														Implied Raw Data

		Year		lnUsageperCustomer		lnPrice		lnSLCDegreedays								Usage Per Customer		Price		Degree Days

		12/1/91		3.0245601478		4.1164321587		6.8706762707								20.58		61.34		963.60

		1/1/92		3.2384663637		4.1174098352		7.0525739796								25.49		61.40		1155.83

		2/1/92		3.0803175028		4.4327895305		6.9037472576								21.77		84.17		996.00

		3/1/92		2.688747386		4.426119083		6.3984618142								14.71		83.61		600.92

		4/1/92		2.2609375009		4.4230490392		5.8950362424								9.59		83.35		363.23

		5/1/92		1.7621372178		4.4199783722		5.022366217								5.82		83.09		151.77

		6/1/92		1.4727511639		4.4147649744		3.5821290842								4.36		82.66		35.95

		7/1/92		1.3927780199		4.40900844		3.3250360207								4.03		82.19		27.80

		8/1/92		1.2772283725		4.4025333447		1.3029127522								3.59		81.66		3.68

		9/1/92		1.3328506747		4.3960530681		3.3707381742								3.79		81.13		29.10

		10/1/92		1.6230034506		4.3888620002		5.1272324417								5.07		80.55		168.55

		11/1/92		2.3990657577		4.3837803777		6.3561944625								11.01		80.14		576.05

		12/1/92		3.1542937072		4.3807991374		7.0300614034								23.44		79.90		1130.10

		1/1/93		3.2669898516		4.3713361922		7.1069913094								26.23		79.15		1220.47

		2/1/93		3.1688323813		4.363273268		6.95742125								23.78		78.51		1050.92

		3/1/93		2.9660467627		4.3552016383		6.7979180913								19.42		77.88		895.98

		4/1/93		2.5265555351		4.347815229		6.2150080184								12.51		77.31		500.20

		5/1/93		2.1620472202		4.3418012353		5.863403877								8.69		76.85		351.92

		6/1/93		1.6367907325		4.3357676653		4.617592706								5.14		76.38		101.25

		7/1/93		1.4457822919		4.3331763189		3.821003607								4.25		76.19		45.65

		8/1/93		1.3235737775		4.3278119866		2.2375130963								3.76		75.78		9.37

		9/1/93		1.3877797411		4.3231374601		3.6222053208								4.01		75.42		37.42

		10/1/93		1.8451664636		4.3163992574		5.3486777259								6.33		74.92		210.33

		11/1/93		2.6003104141		4.313094663		6.4919064461								13.47		74.67		659.78

		12/1/93		3.0859394008		4.3104693005		6.9071550989								21.89		74.48		999.40

		1/1/94		3.1282377188		4.3050972996		6.8892857627								22.83		74.08		981.70

		2/1/94		3.0430174351		4.2990439414		6.7340326453								20.97		73.63		840.53

		3/1/94		2.7777763278		4.2929952161		6.576789852								16.08		73.19		718.23

		4/1/94		2.4896118956		4.2889842174		6.2571310455								12.06		72.89		521.72

		5/1/94		1.931451694		4.2856457378		5.500155562								6.90		72.65		244.73

		6/1/94		1.456491961		4.2795942603		3.7466765528								4.29		72.21		42.38

		7/1/94		1.2933831479		4.2724336986		1.7281094422								3.65		71.70		5.63

		8/1/94		1.2365045789		4.2639172245		-0.9162907319								3.44		71.09		0.40

		9/1/94		1.2448383785		4.2567345845		1.8437192082								3.47		70.58		6.32

		10/1/94		1.7776534719		4.2515434344		5.3618553874								5.92		70.21		213.12

		11/1/94		2.5628850839		4.2456639642		6.5203559967								12.97		69.80		678.82

		12/1/94		3.0893844003		4.2411006634		6.9609357915								21.96		69.48		1054.62

		1/1/95		3.1272806184		4.2327002109		6.9173392061								22.81		68.90		1009.63

		2/1/95		2.9080932617		4.2242962452		6.5945092144								18.32		68.33		731.07

		3/1/95		2.6921109848		4.216548751		6.4764645417								14.76		67.80		649.67

		4/1/95		2.5876735258		4.2087923662		6.3667281465								13.30		67.28		582.15

		5/1/95		2.3066249398		4.2023400396		6.0218725033								10.04		66.84		412.35

		6/1/95		1.900296151		4.1956835269		5.2464976178								6.69		66.40		189.90

		7/1/95		1.4316964581		4.1922949694		3.5504790844								4.19		66.17		34.83

		8/1/95		1.2851506065		4.1862753737		-3.5065578973								3.62		65.78		0.03

		9/1/95		1.297650096		4.1812832012		2.7707119622								3.66		65.45		15.97

		10/1/95		1.9319822942		4.1749835587		5.6155703771								6.90		65.04		274.67

		11/1/95		2.4448297443		4.1725838619		6.2701374082								11.53		64.88		528.55

		12/1/95		2.6554454038		4.1701752547		6.4848947439								14.23		64.73		655.17

		1/1/96		3.0929542252		4.1616441039		6.8691911502								22.04		64.18		962.17

		2/1/96		3.1489377371		4.1557186847		6.9296830974								23.31		63.80		1022.17

		3/1/96		2.8722408358		4.1478677759		6.6777381587								17.68		63.30		794.52

		4/1/96		2.5363610112		4.1413147324		6.2012593997								12.63		62.89		493.37

		5/1/96		2.0811215204		4.1366829543		5.7104932403								8.01		62.59		302.02

		6/1/96		1.6244904968		4.1335176166		4.6300579015								5.08		62.40		102.52

		7/1/96		1.273719851		4.1310209053		-0.1053605157								3.57		62.24		0.90

		9/1/96		1.3886601484		4.1243791517		3.7288210612								4.01		61.83		41.63

		10/1/96		1.8383013599		4.1202398882		5.3103941478								6.29		61.57		202.43

		11/1/96		2.5791126878		4.1173698879		6.3847221121								13.19		61.40		592.72

		12/1/96		2.9386054359		4.1163922752		6.7123484826								18.89		61.34		822.50

		1/1/97		3.1362599212		4.1169545039		6.8157167415								23.02		61.37		912.07

		2/1/97		3.0814237848		4.117512897		6.7725424736								21.79		61.41		873.53

		3/1/97		2.8973842312		4.1186922983		6.6621360309								18.13		61.48		782.22

		4/1/97		2.5434923887		4.1211120991		6.3074971679								12.72		61.63		548.67

		5/1/97		2.0185205852		4.1253921215		5.6284121676								7.53		61.89		278.22

		6/1/97		1.444892013		4.1277859748		3.8181517898								4.24		62.04		45.52

		7/1/97		1.2685328237		4.1366296106		2.7291591643								3.56		62.59		15.32

		8/1/97		1.1861514907		4.1447519129		-0.3856624808								3.27		63.10		0.68

		9/1/97		1.1976743442		4.1521583478		2.8576189714								3.31		63.57		17.42

		10/1/97		1.7772326993		4.1594740674		5.3333466155								5.91		64.04		207.13

		11/1/97		2.4774025603		4.176688692		6.3454082646								11.91		65.15		569.87

		12/1/97		2.9728100651		4.1942525461		6.8295558714								19.55		66.30		924.78

		1/1/98		3.1435701215		4.2051244014		6.9487724545								23.19		67.03		1041.87

		2/1/98		2.9049596266		4.2158396847		6.5708409447								18.26		67.75		713.97

		3/1/98		2.8846272862		4.2264023563		6.7967119802								17.90		68.47		894.90

		4/1/98		2.5467982054		4.2368162302		6.3798682673								12.77		69.19		589.85

		5/1/98		2.0031720901		4.2470849817		5.7916407152								7.41		69.90		327.55

		6/1/98		1.6804403363		4.2578254624		5.170483995								5.37		70.66		176.00

		7/1/98		1.311217753		4.2623657743		3.8214416272								3.71		70.98		45.67

		9/1/98		1.1801102406		4.2713520891		2.9096295745								3.25		71.62		18.35

		10/1/98		1.8327155207		4.2745785758		5.570251082								6.25		71.85		262.50

		11/1/98		2.4466346109		4.2740939622		6.3816129511								11.55		71.82		590.88

		12/1/98		2.8623077392		4.2742190558		6.7510663806								17.50		71.82		854.97

		1/1/99		3.0481976587		4.2644804376		6.9099827962								21.08		71.13		1002.23

		2/1/99		2.9469233982		4.2559091155		6.7224492731								19.05		70.52		830.85

		3/1/99		2.6936203771		4.245464941		6.6106960447								14.79		69.79		743.00

		4/1/99		2.5054600569		4.2307539544		6.40585636								12.25		68.77		605.38

		5/1/99		2.2335299899		4.2232332371		6.1509225467								9.33		68.25		469.15

		6/1/99		1.5881628629		4.2156555297		4.8732871029								4.89		67.74		130.75

		7/1/99		1.1890056432		4.2085865761		2.344686269								3.28		67.26		10.43

		9/1/99		1.2223747008		4.1932337971		3.402196882								3.40		66.24		30.03

		10/1/99		1.6481098239		4.1873333815		5.3514789147								5.20		65.85		210.92

		11/1/99		2.1859596826		4.1826067906		6.1204732277								8.90		65.54		455.08

		12/1/99		2.8673149628		4.1839861011		6.7798309942								17.59		65.63		879.92

		1/1/00		2.9967484364		4.1911337031		6.9075252525								20.02		66.10		999.77

		2/1/00		2.8297879332		4.1952398231		6.6826973965								16.94		66.37		798.47

		3/1/00		2.7482433694		4.1969421817		6.6019092359								15.62		66.48		736.50

		4/1/00		2.3092640928		4.2061744739		6.229339063								10.07		67.10		507.42

		5/1/00		1.6947054965		4.214728424		5.4974550694								5.45		67.68		244.07

		6/1/00		1.3742501161		4.2191215586		4.1779194858								3.95		67.97		65.23

		7/1/00		1.1385685843		4.2234399996		1.6253112616								3.12		68.27		5.08

		9/1/00		1.2783598304		4.237101606		3.3758795737								3.59		69.21		29.25

		10/1/00		1.6596122675		4.2545048166		5.5462705968								5.26		70.42		256.28

		11/1/00		2.5536277665		4.2727000509		6.59082289								12.85		71.72		728.38

		12/1/00		2.9931318082		4.2868987874		6.9304752154								19.95		72.74		1022.98

		1/1/01		3.0939837602		4.318220227		7.0643144846								22.06		75.05		1169.48

		2/1/01		2.9824350501		4.3504895181		6.8613133555								19.74		77.52		954.62

		3/1/01		2.7182058702		4.3832069821		6.6592298151								15.15		80.09		779.95

		4/1/01		2.3550971638		4.4130492511		6.3024358088								10.54		82.52		545.90

		5/1/01		1.8691029395		4.4412386269		5.5973102301								6.48		84.88		269.70

		6/1/01		1.3082788141		4.4712177095		4.2664754815								3.70		87.46		71.27

		7/1/01		1.1460171446		4.504724521		2.9079933592								3.15		90.44		18.32

		9/1/01		1.1394280848		4.5548935839		3.0987400236								3.12		95.10		22.17

		10/1/01		1.4445872072		4.5643066881		5.0134978597								4.24		96.00		150.43

		11/1/01		2.0520990472		4.5720023774		6.1256675891								7.78		96.74		457.45

		12/1/01		2.8799989424		4.581926235		6.888399152								17.81		97.70		980.83

		1/1/02		3.1386035934		4.5580486289		7.1157608267								23.07		95.40		1231.22

		2/1/02		3.0939046467		4.5320097962		7.0321122147								22.06		92.95		1132.42

		3/1/02		2.9185196302		4.5038080049		6.8823143865								18.51		90.36		974.88

		4/1/02		2.3499405041		4.4751152162		6.258088955								10.48		87.80		522.22

		5/1/02		1.9228544263		4.45145269		5.852288683								6.84		85.75		348.03

		6/1/02		1.4397038541		4.4266606316		4.6872108963								4.22		83.65		108.55

		7/1/02		1.0966664654		4.4007114749		2.6246685922								2.99		81.51		13.80

		9/1/02		1.1392501399		4.3441195004		3.0204248861								3.12		77.02		20.50

		10/1/02		1.6732411742		4.3323110424		5.5406751368								5.33		76.12		254.85

		11/1/02		2.4324211283		4.3220545423		6.5267144548								11.39		75.34		683.15

		12/1/02		2.8036074941		4.3139004806		6.7676882901								16.50		74.73		869.30

		1/1/03		2.9187003012		4.3113161802		6.8124770987								18.52		74.54		909.12

		2/1/03		2.7929904672		4.30546565		6.6611767614								16.33		74.10		781.47

		3/1/03		2.7061688728		4.3012975996		6.6591015935								14.97		73.80		779.85

		4/1/03		2.3546340566		4.305289823		6.257610115								10.53		74.09		521.97

		5/1/03		2.0147634784		4.3087383747		5.9408815267								7.50		74.35		380.27

		6/1/03		1.2882843337		4.3094607709		4.1677499066								3.63		74.40		64.57

		7/1/03		1.0902403663		4.3305422142		2.9688748194								2.97		75.99		19.47

		9/1/03		1.0993790705		4.3664150574		3.7312202946								3.00		78.76		41.73

		10/1/03		1.3051552187		4.3826444168		4.7624303122								3.69		80.05		117.03

		11/1/03		2.2651319932		4.400273573		6.3663329812								9.63		81.47		581.92

		12/1/03		2.8364759544		4.416061547		6.8093152062								17.06		82.77		906.25

		1/1/04		3.1174202432		4.4240806993		7.0960754746								22.59		83.44		1207.22

		2/1/04		3.0469007424		4.4314222112		7.0720571182								21.05		84.05		1178.57

		3/1/04		2.7345168986		4.4375648288		6.7707894239								15.40		84.57		872.00

		4/1/04		2.0226872521		4.4467788963		5.8847698084								7.56		85.35		359.52

		5/1/04		1.8114891288		4.4532034056		5.6226808732								6.12		85.90		276.63

		6/1/04		1.4197427173		4.4661883162		4.7876583956								4.14		87.02		120.02

		7/1/04		1.1459944003		4.4667330099		1.8115620965								3.15		87.07		6.12

		8/1/04		0.9844350225		4.465166085		0.8671004877								2.68		86.94		2.38

		9/1/04		1.1388426745		4.4614389942		4.0014980119								3.12		86.61		54.68

		10/1/04		1.4363125527		4.465285706		5.1607779525								4.21		86.95		174.30

		11/1/04		2.258588945		4.4737787906		6.3801733831								9.57		87.69		590.03

		12/1/04		2.8270674224		4.48638665		6.8424164377								16.90		88.80		936.75
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